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Introduction
BitTorrent

BitTorrent has received great attentions for 
file distribution p2p model.
It was confronted with last block problem
due to dynamics of peers.

The HELP message
This paper introduces the HELP mechanism 
that is adding a specific message to 
BitTorrent to address the problem.
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BitTorrent Overview
Characteristics

Tracker
Seeder
Peer 

Local group

File distribution
Cut the file into pieces
Rarest First Local Rarest First
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Problem Definition
last block problem
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Problem Definition
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Related Work
Distribute pieces

Local Rarest First [1]
Smart Seeder [2]

Stable seeders
SODON [3]
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“HELP” mechanism

Two steps of HELP mechanism
Step 1：Send out a HELP message
Step 2：Retrieve the rare piece
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A simple example of a HELP message route
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The problems might be caused by 
HELP messages

Loop
Attach the sender’s unique ID to HELP messages

Endless
Seeder(s) in network

HELP messages will pass to seeder(s) at last
No Seeder 

Cap the number of hops that HELP message passed

Flooding with HELP messages
Cap the number of active HELP messages sent 
by each peer
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Active HELP messages
When a peer sends out a HELP message, the 
message remains active before it receives the piece.
How many active HELP messages should we limit?

Step 2：retrieve the rare piece
Share upload bandwidth to downloaders
Share upload B.W. to (downloaders + HELP message sender)

By the simulations, we found that concentrating on 
sending one rare piece is better than sending several.

The amount of active HELP messages is capped at 2, and 
the two steps in HELP mechanism work like pipeline does.
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Hierarchical BT with HELP message

Alternative solution to the problems 
caused by HELP messages

Peers with similar completion percentage 
are assigned to the same cluster. 
Peers will send out HELP messages to 
the higher cluster.
The structure addresses the loop and 
endless problems at the same time.
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Cluster_1：0%~33%

S S

Cluster_2：33%~66%

Cluster_3：
66%~100% & seeders

：HELP message
S
：peer

：seeder

Hierarchical BT with HELP message

14

Performance Simulation

Performance metrics
Robustness

Number of seeders

Robustness = 2 + 3/6 =2.5
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Performance Simulation
Algorithms

Global rarest first
Local rarest first
Random
Local rarest first + HELP messages
Hierarchical BT + HELP messages
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Performance Simulation
Simulation environment

3 parts
Static environment
Dynamic environment
Overhead and Hierarchical BT structure
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Static environment：robustness
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Static environment：Number of seeders 
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Dynamic environment

The event of dynamic
The event that a peer leaves and a new peer joins is 
set to follow the poisson arrival process.
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Dynamic environment



21

Overhead table
We increase the number of peers to simulate the 
overhead at different environment.
HAVE message

A peer will broadcast a HAVE message to its local group when it gets 
a new piece.
The number of HAVE messages will be 
peers number * pieces number * local group size
ex. 50 peers，50MB file 50 * 100 * 10 = 50000
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Hierarchical BT
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Conclusion
A new HELP message mechanism is 
proposed in this paper.

It enhances the efficiency of BitTorrent at 
static environment and reduces the 
occurrences of the last block problem at 
dynamic environment.

Hierarchical BitTorrent structure not only 
successfully mitigates the overhead, but 
also speeds up the growth of a peer into a 
seeder.
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