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Introduction Q) o

= A mobile node inthe MANET may change
Its | P address more frequently due to the
deployment of autoconfiguration, global
connectivity, and hierarchical addressing
schemes.

= There are some solutions for |P address
~.change, but the overhead resulting from

daress changes has not been carefully




Scenarios of |P address change €1)

= Merger of two partitions of a network
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Scenarios of |P address change (2

= Merger of two independent MANETS

'~ MANET2 -
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Scenarios of |P address change (4

= A MANET with ahierarchical addressing
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| Ssues PR

= Broken routing fabrics
= Broken on-going communications




Related work @%ﬁ

T

= MobilelIP

— The nodes in the MANET are mobile and
Instable, none of them can be designated as the
home agent or foreign agent for another node.

= Tunneling mechanism




Solutions to broken routing fabrics (ﬁ*j\i"i'H

= Assume AODYV as the routing protocol.

= Route Shift packet

— Contalns the source’ s old address and new
address.

— On receipt of the packet, the neighbors change
the next hop from x toy.

=S vulnerable to IP spoofing attacks.




Solutions to broken routing fabrics @y

= Cryptographic method
— Node C signs the Route Shift packet with its
private key.
— All neighbors contact the CA to get the certificate
for node C' s public key and validate it.

= Disadvantage
—Relay and communication overhead.
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Solutions to broken routing fabrics (ﬁ)ﬁg‘*

= Node C chooses a random number for
address X, and puts the hash value of the
number In the Route Shift packet.

= All its neighbors store the hash value in the
nelghbor tables and routing tables.




Solutions to broken communi catl on&z‘(ﬁtgg

= Suppose that node A 1s communicating with node
B, and node A change its addressfrom x to y.

= Route rebuilding
— Broadcast of RREQ to build the path

= NAT

“=Node A new destination address of y = x
-\ 0ld source address > new address
~N 'd BaNoew source address of y = x

& \ } destination address - new address




Solutions to broken communi catl onﬁ:f 2)-

= Advantages
— The overhead of a second |P header I1s saved.

— Only one address in the |P header iIs modified In
NAT, faster when applied with the improved
computation of |P checksum.

— The tunneling scheme brings a“DoS” problem.




Solutions to broken communicationgyt

= DoS problem caused by P tunneling
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Solutions to broken communicationgi(4)

= Extends NAT to utilize both port numbers
and sequence numbers to distinguish
different connections at node B.

TABLE L NAT TABLE AT NODE B

Remote Next remote
Local Remote °

remeote remote sequence sequence

port

address address number number
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Solutions to broken communi catl ona@)"‘f

= Address Change Message (ACM)

— Includes the old address, new address, protocol,
local port, remote port, and sequence number.

= To save communication overhead, the message
can be combined with the RREP packet.

=_To prevent |P spoofing attacks, the ACM




Performance evaluation g

= Overhead of broken routing fabrics
— 2pl packets

= Overhead of broken communications
— 2ml packets

- N nodes, | links
‘KSgonnections with m nodes and on p active paths.




|mplementation

Eﬂﬁ Edit Capturs Display Tocls

o, . ITif[lﬁ ‘Eﬂurcni:

10, 000000
2 0001808
A 0001870
4 2,341562
b 2,942534
B 225y
72944282
g 28,221967
9 28.323899
10 F8,333318
11 29, E472EN
12 33,550315
14 39, 6ROGEY
14 41,6E1400
15 41.BZ3083
16 41,653156

192,1E9,1,174
192.1568.1.150
132,168,1,151
192,164,1,173
192,168, 1,173
132,168,1,159
192,188,1,141
192.168.1.173
132,168, 1,141
182 ,1E9,1,140
132,168,1,171
192,188, 1,141
132,168,1,141
192.168.1.173
132,168,1,141

lEEStiHﬂtiﬂI‘l

132,168, 1,150
192.168.1.173
132,168, 1,173
132,168,1,155
192,158, 1,155
132,168,1,173
132,168,1,172
192,168, 1,155
132,168,1,173
192 ,160,1,172
132,168,1,155
192,1k8,1,173
132,168,1,173
192.1K8. 1,155
132,168,1,173

|Pr|::tc::ccjl |_Infn::

10000 2 10000 [ SYN 2P 16035625 Ack=0 Win=5340
10000 > 10000 [SYN, ACK] Seq=78R0E289E fck=271509
10000 % 20000 [ACK] Seq=2716045626 Rok=/FBY0G3EST
10000 = 10000 [P5H, ACR] Seq=Z7LE03T526 Ack=TE706
A0gan = 10000 [ACK] Seq=7E70E3837 Ack=271E(3GEZ0
10000 > 10000 [PEK. ACE] Seq=/870B3HS7 Ack=271509
10000 = 10000 [ACK] Seq=27F16035830 Ack=7B7053901
10000 > 10000 [PEH, ACK] Seq=07LE0RRE20 hck=TE70E
10000 2 10000 [PSH. ACE] Seq=/BA0B2901 Ack=271509
10000 > 10000 [ACK] Seq=2716035634 Ack=7E7053309
10000 > 40000 [PEH, (CK] Ceq=I71E00E0Z4 Nel=TO70E
10000 > 10000 [P5H, ACK] Seq=7O7063305 Ack=271503
10000 > 10000 [ACK] Seq=271E096R3E Ack=7RINEISN
10000 > 10000 [FIN, RCK] Seq=2716035038 Ack=TG70G
Thn > 10000 [FTH. ACk] Seq=7BR0R3303 Ack=2T1503
A0gon = 10000 [ACH] Seq=2716095033 Ack=7E7053910

Frame 1 (74 bytes on wire, 74 bytes captured)

E Ethernet I1, Sroy OD30232d:2d36F367, Dsti O0:L103dci56396:49

Internet Protocol. Src Adde: 192.169.1.15% (192.1R3.1.158). Dst Addr: 192.16B.1.173 (192.16B.1.173)
[ Tranznizzion Control Protocol, See Port: 100000 (100000, D=t Portt 10000 (100000, Seq: I71R0AGE2G, Ack: 0, Lent 0




Conclusion

= |ntroduced the Route Shift packet, address '
Change Message, and NAT scheme to solve
the address change problem.

= Future work
— Simulation of the schemes needs more effort.

— Implementation only aims at one node’ s address
change.

— The scenarios of more connections and more
address changes..
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