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Introduction

m Routing in mobile Ad Hoc network Is a
challenging task

Mobile ad hoc networks change Topology
frequently and without prior notice

m Routing approaches
Topology-based
Position-based
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Introduction

m Topology-based routing protocol

Proactive

Reactive

Hybrid

m Position( Graphic)-based routing protocol

Location
Routing
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Introduction

m Distance effect

allow low spatial resolution in area far away the
target node
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Introduction

m Last encounter routing (LER)

If that every node along a packet’s route, the next
hop decision depends only on

m The time and location of the node’s last encounter with
the destination and

m Auxiliary information carried by the packet
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Introduction

m Three observation explain why LE routing can
give rise to efficient routes:

2003.7.31

The location of the last encounter is still a reasonably
good estimate

The time( age) of that encounter is a measure for the
precision of that estimate

Node I's own mobility means that a recent estimate of
d’s position is available at some distance from d
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" A
EASE Algorithm

= Topology 5

Two dimensional square grid of vertices M

Distance: Manhattan distance |x, - x| =|x - x|+ |x; - x|
m Routing

T (t) =t — max { X (7)— X, (7) £ 1} X, = destination
m Time scales

Minutes or longer

m Cost metric

C(s,d,t) include both transmissions from source to
destination and transmission of "search” packet.
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" A
EASE Algorithm

Algorithm 1: The EASE algorithm

] Set o =700 Y, := XN_2(0OL k=0,

2 Repeat

3 Search the nodes around Y in order of increasing
distance until a node ¢ is found such that 7;(0) <

1. /2.

4 Let Ty = 75000 and Yy := XNy (=T ) be the
new anchor point.

5 While not at Y

6 Route packet: find next hop j towards Y5, and

forward packet to .
7 End while
N E+ +.

U Until Y5 = X (0],
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Performance of EASE

m Claim : For two arbitrary nodes s and d, the
route from s to d calculated by the EASE
algorithm satisfies

E|C(s,d,t)|= O(WN)

m The expected distance between a randomly
selected node pair is also on the order of VN
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Performance of EASE

m Definition

Search box: a set of S nodes centered an node |
(including node 1),

» Side length: |s _ o
7 A = number of nodes per grid position

Span of the random walk:
s One-dimensional

R() = X (1) + X (1)

G
V—= a
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Performance of EASE

m Span of Two-dimensional walk
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" A
Performance of EASE

m Single search step
m Messenger node

At K, iteration , node i that is the neighbor of the

destination node at some time —t between —t,/2 and

The order of L= o\/'?k
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Performance of EASE

m Hitting probability of a single messenger node

Worst case: the messenger node starts in one
corner of the span at the latest possible time.
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Performance of EASE

m Number of messenger nodes

2003.7.31

We need to compute the size of the set of (distinct) nodes W
encountered by the destination

The probability that node i and 1 don’t encounter each other
again within T, steps after a first encounter

=the difference random walk X,(T,) —Xi(Tk) doesn’t return to
the origin within Tk steps
_ 1
= O( )
logT,

Tk
SWRCRES
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Performance of EASE

m Hitting probability for any messenger node

Pany =1 (1= Py )”W” ~~1-(1- Ti) 10T

k

lim S -0 Sk isontheorder of logT,

N—= C(Yi Yy, 0)
C(Y| ,Y)+10) Ison the order of /Tk
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Performance of EASE

m [otal cost

C(5,d,0)= ¥ C(%, Y1, 0)+ S, + Cl¥, 1, X, (0),0)

K isthe number of steps required to reach the destination

Because typical age T,(0) is O(N) and the first EASE
step is therefore of typical length |Y,-Y,|=O(/N)

Its sum converges and is therefore OJN
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Performance of EASE

m Problem :

If L happens to be atypically large, then the search
box is atypically large

m Solution:

Find a node | such that either

Tk
@ TO)<=

(b) T,(0)<T, and |X,(-T,(0)-Y,| > coy[T,
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Performance of EASE

m Some qualitative properties of the node
mobility processes that make LER
succeed

The distance traveled by the messenger
nodes

The density of messenger nodes within the
span

2003.7.31 Ting-Kai Huang, MNet Lab

19



"
GREASE Algorithm

m [WO phase Algorithm 2: The GREASE algorithm
Search I Set T :=T,0), Yy = X (00, k=0,
Route 2 Repeal
3 Search the nodes around Y in order of increasing
distance until a node ¢ is found such that 75(0) <
T2,
4 Let Ty = 1500), and Yy == Xy (=T34 ) be the
new anchor point,
5 While not at Y511

6 Route packet: find next hop j towards Y4, and
forward packet to j.

7 I1'_ 'f'",-lft.J:] < Thgr. then Thqq :=T5(0), Yiyy =
Xl =Tt ).

8 End while

0 k4 +.

2003.7.31 ' R .
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GREASE Algorithm
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Simulation Results

m EASE and GREASE are compared to the
shortest path between the source and
destination

m Difference mobility processes
Small versus large variances
Homogeneous vVersus heterogeneous

Various single step distributions including heavy tailed
ones

Random waypoint mobility

2003.7.31 Ting-Kai Huang, MNet Lab 22



Simulation Results

Gaussian increments, homogeneous mobility

. Empirical cedf of normalized cost (EASE and GREASE) Empirical conditional mean of cost, conditional on [¥_-X, | < d
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Simulation Results

Gaussian increments, heterogeneous mobility

GREASE helerogenso g, 1asi daslnalon GREASE, hawmoenaeces, shra das i nalon

Fig. 8. A sample roue for a fas) destination with &y, = 0.5, Mot tha
GREASE inmvokes searches amaimd its current anchor point several times, and
that the rouse is relatively long,

Faig. & A sample rowte for a show destination with o, = 0015, Nole
that GREASE invokes no bocal senrches heyond the imitinl search around the
sounce, and the rowme is very efficient.
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Simulation Results

Gaussian increments, heterogeneous mobility

Empirical conditional mean of cost, GREASE, conditional on |}(E—}(d| =d

-8 slow destinations
fast destinations

Efcost|dstance
5]
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Simulation Results

Infinite-variance increments and random waypoints
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Empirical conditional mean of cost, GREASE, conditional on |){5—}(d| =d
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Fig. 11. The empirical conditional mean of the normalized cost, conditional
on the initial source-destination distance | X, (0) — X4(0)| < d. plotted as
a function of d. for (1) heavy tailed single step distributions: (2) random
way points.
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Discussion and Conclusion

m This paper defines last-encounter routing, a
scheme that solely relies on information carried

by a packet

LER uses no network capacity to explicit update
location information

m Mobility diffusion exploit three salient features of
the node mobility processes
Locality
MiXing
homogeneity
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Discussion and Conclusion

m Several way to further improve the
performance of LE routing
Use packet-based diffusion

Moblility has more temporal structure than a
random walk,

m Estimation based on the whole path of the packet
from the source to the current position.
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