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Introduction

• Peer-to-peer file sharing system.
– Centralized (Napster)
– Decentralized

• Unstructured (Gnutella)
– Flooding based

• Structured (CAN, Chord, Pastry)
– DHT (Distributed Hashing Table)  based



Introduction

• Flooding based
– Trivial
– Not scalable

• DHT based
– Scalable
– Sensitive to node failure
– Hard to support keyword search.



Related Work

• Data replication
• Selective search
• Cluster
• Interest group



Related Work – Data Replication

• Data replication is a technique to improve 
the effectiveness of flooding, because 
sharing files are replicated among the 
peer-to-peer network system so that the 
flooding range is reduced. 

• With these algorithms, the search scope 
can be reduced, because of its explicit 
control of placement of data items that can 
be easily located. 



Related Work – Selective Search

• Random walks
– forwards a query message to randomly 

chosen k neighbors instead of sending out all 
• Routing Indices

– Routing Indices (RIs) are used to guide the 
queries toward where the queries are more 
likely to be satisfied. 



Related Work – Cluster
• Cluster is a simple and useful method to restrict 

the flooding of query messages. 
• The number of peers in a cluster is often limited 

in order to restrict searching range. If the 
number of peers in a cluster is too large, it is 
divided into several clusters. 

• Each cluster selects a cluster header by a 
header selection algorithm. And the cluster 
headers together can further be connected. 
Hence the whole peer-to-peer network has a 
hierarchical structure with this cluster strategy. 



Related Work – Interest Group

• In [13], the locality embedded in human 
interests effectively guides search queries.

• The set of peers satisfied with the same 
guide rule should contain data items that 
are similar.

• In [14], metadata are used to describe and 
represent documents that nodes share 
with others. Metadata can be simply 
defined as data about data. 



System Architecture
• Our proposed system is constructed as a group-

based architecture.
• The locality of user interests is the key on 

grouping peers in the system.
• What a peer is interested in depends on both the 

types of shared files and the interest profile, 
which is explicitly configured by the users.

• Peers whose interests are similar form an 
interest group and each group in this system is 
an unstructured overlay.



System Architecture

• A peer with capable capacity on computation 
and bandwidth is selected as the group leader.

• Group leaders maintain connection status of 
peers in the group and handle the join process 
of new peers.

• A backup leader is selected and synchronized 
with the primary leader for robustness purpose.

• Group leader also plays an important role in the 
searching process.



System Architecture



System Architecture - Interests



System Architecture - Interests
• All files shared by a peer are categorized into 

most suitable categories automatically based on 
the metadata in the files.

• A peer joins groups according to the number of 
shared files in each category.

• A peer may join several groups, and the groups 
in our proposed architecture are overlapped.

• Although the groups are always overlapped, all 
the operations such as join, leave, search and 
download are performed in different groups 
simultaneously and independently.



System Architecture –
Group Leaders Selection

• A peer with capable capacity on computation 
and bandwidth is selected as the group leader or 
the backup leader.

• The criterion of scoring peer’s capacity is 
defined by this equation:

CB: the Computation and Bandwidth score
CPU: is computational ability of a peer
MEM: is size of memory of a peer
BAND: is network bandwidth of a peer 

721 ×+×+×= BANDMEMCPUCB



System Architecture –
Group Leaders Selection

• 1). P1 is the first peer joins the group, and P1 becomes 
the group leader undoubtedly.

• 2). P2 is the second peer joins the group and gets the 
CB value of group leader. After comparing the CB value 
between leader and P2, the peer with highest CB score 
becomes the group leader and the other one becomes 
the backup leader.

• 3). Pi is the i-th peer joins the group and gets the CB 
value of group leader and backup leader. After 
comparing the CB value among group leader, backup 
leader and Pi, the peer with highest CB score becomes 
the group leader. The second becomes the backup 
leader and the other one becomes the normal peer. 



System Architecture –
Peers join and connection management

• Each peer has a unique identifier, usually its IP 
address, and maintains two caches: a neighbor 
cache (nCache) and a member cache (mCache).

• nCache contains a list of neighboring peers in 
each group it joins, while mCache contains 
partial list of the peers in each group it joins.

• Rendezvous Point (RP) is employed in the 
bootstrapping process of new peer in the 
interest group peer-to-peer network system.

• RP records all the information of interest groups, 
such as the IP address of the group leaders and 
the descriptions of the groups. 



System Architecture –
Peers join and connection management

• While a new peer Pi is to join the interest 
group peer-to-peer network system, it first 
sends a query message to RP to obtain a 
list of group leaders.

• Suppose that Pi is interested in group j, 
and Lj being the group leader of group j. 
The join procedure is as follows: 



System Architecture –
Peers join and connection management

• 1). Pi first sends a query message to RP to get the 
Group_Leader_List that contains IP addresses of 
group leaders in this system.

• 2). Pi sends joining messages to the group leader (Lj) of 
groups that Pi wants to join. If group j that Pi wants 
to join has no member, Pi becomes the group leader 
of group j and jump to step 5.

• 3). Lj randomly selects some deputy nodes from its 
nCache and redirects Pi to these deputies.

• 4). Pi gets lists of neighbor candidates from these 
deputies’ mCache, and selects some of them as 
its neighbors to establish connections. 

• 5). End of joining procedure. 



System Architecture –
Peers join and connection management

• To accommodate overlay dynamics, each peer in a 
group periodically floods an alive message to announce 
its existence. 

• When a peer receives an alive message which is not 
sent by its direct neighbors, it will update the information 
in its mCache. 

• If a peer finds that any of its neighbors doesn’t send the 
alive message after a period, it removes that neighbor 
from its nCache and tries to find a new neighbor from its 
mCache.

• nCache always keeps alive  peers as neighbors, while 
mCache only caches peers that refresh their existence 
recently and providing a second chances for a peer to 
find  other peers in the network. 



System Architecture –
Peers Disconnect and Recovery

• Regular Departure
– normal peer

It sends a DEPARTURE message to all connected peers. On 
receiving a DEPARTURE message, the neighbors update their 
nCache and choose a new neighbor from its mCache. 

– group leader
It notifies the backup leader to be the new leader of this group
and then floods the DEPARTURE messages in the group it 
belongs to and sends the DEPARTURE message to the other 
leaders in the system. On receiving the DEPARTURE message 
of group leader, a peer will re-connect with the new group leader. 
A new backup leader is then selected among capable peers in 
this group. Finally the new leader contacts the RP for registering 
new primary and backup leader. 



System Architecture –
Peers Disconnect and Recovery

• Failure
– When  a normal peer fails due to system crash or network 

disconnection, the failure can be easily recovered by nCache
and mCacheIf. The first peer that discovers the failure will issue 
a failure message which contains the identifier of failed peer, so 
that all the peers among the group can update its mCache and 
nCache for the failed peer. 

– However, on noticing the failure of the group leader, any peer, 
regardless of normal peer or leader, will notify RP to recover the 
failure. RP will inform the backup leader of the failed group and 
all other group leaders in the system re-connect to the new 
leader. Properly, the process of secondary leader selection must
be performed again. 



System Architecture –
Searching and Download Scheduling

• Searching
– Before sending a query message, a peer must 

choose target group that is what the peer wants to 
send query messages to. 

– If the querying peer is the member of the target group, 
it may just flood the query message in the group. In 
another case, if the peer is not the member of the 
target group, the peer can’t send the query message 
to that group directly. So it may send the query 
message to its group leader, and the group leader will 
send the query message to the group leader of target 
group, so that the query message can be flooded in 
the target group. 



System Architecture –
Searching and Download Scheduling

• Multiple Interests searching
– Suppose a peer Pi sends a query message M(q, 

a∪b∩c) where q is the keyword of this query and Ga, 
Gb, Gc are groups interests corresponding to 
interests a, b, and c. 

– The procedure of search is as follows: 
1). Pi issues a query message M(q, a∪b∩c)
2). M is routed to Ga, Gb, Gc and return the 

corresponding search result Ra, Rb and Rc.
3). Pi gets the search result R=Ra∪Rb∩Rc.



System Architecture –
Searching and Download Scheduling

• Download scheduling algorithm
– each file is divided into segments. 
– In this algorithm, it first gets the number of source peers that

offer the file we need after sending a query message. Then it has 
to perform an extended search mechanism, which is extending 
the source peers by asking each of the source peers what peers 
are also downloading this file currently. 

– Since a segment with less supplying peer may cause a 
download fail in the dynamic and heterogeneous network, the 
download algorithm it performs is downloading the rare 
segments first. Then, among the source peers, the uploading 
bandwidth of the source peers is also concerned; the one with 
rare segments and the highest uploading bandwidth is selected 
first. 
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System Architecture –
Load Balancing

• Ranking
– Each peer has to record the requests sent by 

it and the responses of the other peers. 
According to these records, we can calculate 
the hit ratio of the other peers. We define 
RANKING(X) as the hit ratio of peer X. 

– After a peer joining a group, we perform the 
ranking mechanism in that peer. After a 
period of time, that peer will get a list of peers 
sorted by the hit ratio. 



System Architecture –
Load Balancing

• Group Divider
– If a group leader detects that the loading of 

the group is excessively high (too many 
members), it will determine that this is an 
overdeveloped group.

– The group leader will notice the secondary 
leader to become the group leader of 
subgroup and some of the group members 
will connect to the subgroup.



System Architecture –
Load Balancing

• Data Replication
1). Pi receives a request Rj and floods it out.
2). If Rj has been requested over 10 times 

in 60s, Pi will send a request the same 
with Rj to download these popular files 
and clear this request from the 
request_record data structure.

3). If Rj has not been requested over 10 
times in 60s, Pi will just record Rj.



Simulation

• Where
ISR: Interest Search Ratio
M _group: Messages sent in groups the 

peer belongs to
M_all: All the messages sent

allM
groupMISR
_

_
=



Simulation
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Conclusion

• Considering the real circumstance in the 
peer-to-peer network system, most users 
search files what they are interest in at the 
peer-to-peer network system.

• The average latency and average number 
of messages are reduced in our proposed 
architecture while the interest search ratio 
is higher. 
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